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Abstract

Purpose — This paper aims to improve understanding of individuals’ awareness and perceptions of
computer usage policies (CUPs) and why individuals elect not to read these policies.
Design/methodology/approach — MBA students were asked to complete an online survey
evaluating their behavioral intention to read CUPs, as well as their performance of this behavior. Factors
contributing to the intention to read policies were also examined. The resulting data were analyzed with
Smart PLS.

Findings — Results suggest that three factors influence individual intention to read CUPs. These
factors include attitude, apathy, and social trust. The model explained about 70 percent of individual
intention to read CUPs and about 44 percent of the variability in actually reading these policies.
Research limitations/implications — The sample is limited to MBA students from a single
university.

Practical implications — Although written policy statements are often considered the cornerstone
of computer security, many individuals elect not to read these policies. Thus, other methods of
communication must be used.

Originality/value — This paper examines the reasons individuals elect not to read CUPs. Given the
importance of these policies as deterrents to information systems misuse and computer crime,
understanding why individuals fail to read policies is a critical first step in enhancing user knowledge
of computer security.
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Introduction

Information systems misuse and computer crime is a serious and ongoing problem.
Although the cost and frequency of misuse and computer crimes seems to be declining
(Gordon et al., 2006), the problem still remains significant. One approach to computer
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security focuses upon the use of computer usage policies (CUPs), which are the Vol 1og e ems
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environment (Breakey, 2007), and violations of these policies have resulted in
dismissal of employees (Brodwater, 2007). Recently CUPs have been identified as a
communications issue between attorneys and clients, as the content and enforcement of
such policies may impact attorney-client privilege (Lindquist, 2008). Unfortunately,
despite the importance of CUPs, existing research suggests that many users do not
read these policies (Foltz et al., 2004).

Computer use policies
CUP defines who is allowed to use computer facilities and how those facilities may be
used within an organization. The CUP is an organization’s official position on
computer use, and can be a platform to develop a group ethic for computer users
(Scott and Voss, 1994).

CUPs were developed in response to legal and security issues, and employee and
employer rights. A CUP commonly contains seven elements:

1
2

monitoring use of proprietary assets;
establishing no expectation of privacy;
improper employee use;
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) allowable employee uses;

) protecting sensitive company information;
)

6) disciplinary action; and
7) employee acknowledgement of policy (Holmes, 2003).
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CUPs are expected to deter misuse by giving legal notice about expected use,
by providing instructions in expected use, by explaining disciplinary actions, and by
requiring acknowledgement. However, CUPs are only effective if they are read,
understood, and obeyed.

Purpose

Since CUPs serve as the cornerstone of computer security (Backhouse and Dhillon,
1995), the tendency of individuals to not read such policies is of concern. The purpose
of this research is to investigate why individuals elect not to read such policies.
An understanding of why people fail to read such policies is a first step in increasing
the effectiveness of CUPs.

Literature review

Significant research regarding information systems security has been conducted
over the years. For example, many authors have examined the frequency and cost of
IS misuse and computer crime, while others have proposed methods and approaches to
preventing misuse. Unfortunately, little research exploring why individuals elect not
to read usage policies was found. However, human behavior research relevant to
a decision to read CUPs does exist.

Frequency and cost of IS misuse and computer crime

The frequency and the cost of IS misuse and computer crime have often been
evaluated. For example, an early estimate from the National Center for Computer Crime
Data placed the annual cost at $555 million (Romney, 1995). Other authors have



avoided placing specific dollar estimates on the cost of misuse, preferring instead to Why users (fail to)

simply suggest that the annual cost of misuse is in the millions or billions of dollars
(Straub and Nance, 1990). The frequency of misuse has also been evaluated.
Specifically, the American Society for Industrial Security found that the frequency of
loss caused by IS misuse and computer crime jumped 323 percent from 1992 to 1996
(Anthes, 1996). More recently, the CSI/FBI Computer Crime and Security Surveys have
presented an annual measurement of both cost and frequency of misuse.

For example, the 2006 CSI/FBI Computer Crime and Security Survey reports that
the frequency of successful attacks on systems has been declining since 2001, noting
that only 52 percent of respondents reported unauthorized system use. Further, the
2006 CSI/FBI survey also notes that losses from IS misuse and computer crime are
falling (2003 losses totaled $201,797,340, while 2006 losses totaled $52,494,290) (Gordon
et al, 2006). Although the reported decline in both frequency and costs seems to be
good news, the frequently-cited CSI/FBI surveys are also subject to criticism from a
number of sources. For example, the survey does not track respondents from year to
year, so the trends reported may be inaccurate (Flickes, 2004). Other authors express
concern over the CSI/FBI sample as well (Heiser, 2002). In addition, Flickes (2004) notes
that the financial losses reported in the CSI/FBI survey do not match losses reported by
other surveys (Flickes cites a US Secret Service survey which estimated annual losses
of $666 million). Despite concerns with specific survey instruments and studies,
IS misuse and computer crime is clearly an ongoing problem that must be addressed
by organizations.

Approaches to preventing information systems misuse and computer crime

A number of computer security models (CSMs) have been developed to help cope with the
threat of Information Systems Misuse and Computer Crime. Krause and Tipton (1998)
point out that some of these models, such as the Bell-LaPuda model, the Biba integrity
model, the Clark-Wilson model, the Goguen-Mesequer model, the Southerland model, and
the Brewer-Nash model, focus on the traditional confidentiality, integrity, availability
(CIA) framework; while others utilize behavioral or criminological theory. Still other
research has focused on social theory (Lee and Lee, 2002). Although interesting, the CIA
models are less applicable to the current study than are the behavioral and criminological
theory models. These models all assume user familiarity with CUPs.

Straub’s computer security model

Straub’s Computer Security Model (Straub, 1986) is very relevant to the current research
since it assumes that users are familiar with organizational CUPs. The CSM suggests the
need for multiple layers of protection against misuse. These layers include deterrents,
preventives, and detectives (Straub, 1986). Deterrents, which are based on the theory of
general deterrence (TGD), are policies explaining acceptable and unacceptable uses of
organizational information systems (Straub, 1986). Existing research suggests that
deterrents reduce misuse in organizations (Klette, 1975; Straub, 1987). However, deterrents
are primarily effective in blocking misuse perpetrated by insiders. Preventives consist
of active measures such as passwords and encryption. These methods actively limit
system and data access (Straub, 1986) and are effective at preventing misuse conducted by
insiders and outsiders alike. Detectives, the final layer of the CSM, are designed to detect
misuses after they occur so that recovery can begin (Straub, 1986).
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Theory of general deterrence

The deterrent portion of the CSM is based upon the TGD. The idea of preventing
unacceptable behavior such as crime by using the threat of punishment can be traced at
least to Bentham in the eighteenth century (Nagin, 1978). Deterrence is “the preventive
effect which actual or threatened punishment of offenders has upon potential offenders”
(Buikhuisen, 1974, p. 285). Nagin (1978, p. 96) further defines general deterrence to mean
that “the imposition of sanctions on one person may demonstrate to the rest of the public
the expected costs of a criminal act, and thereby discourage criminal behavior in the
general population.” The sanctions mentioned above are typically measured by
examining two constructs: the certainty and severity of sanction.

The TGD assumes that individuals are fully aware of sanctions (Blumstein ef al,
1978). Existing research suggests that this is not true (Foltz et al, 2004; Assembly
Committee on Criminal Procedure (State of California), 1975). To understand human
behavior in regards to reading or not reading CUPs, we should examine more
fundamental behavior models, specifically the theory of planned behavior (TPB)
(Ajzen, 1991) as well as social trust and apathy.

Approaches to understanding and predicting human behavior

This study focuses on the human behavior of reading, or not reading, computer usage
policies. Entire disciplines, such as psychology, are devoted to understanding,
explaining, and predicting human behavior. From these fields two theories were
identified that are appropriate to this study. These theories, the TPB and social trust,
both predict and explain human behavior. In addition, apathy is another variable
which could help explain some of this behavior. The following is a brief synopsis of
each of these areas.

Theory of planned behavior

The TPB suggests that the best way to predict an individual’s behavior is by
examining how that individual intends to behave. Behavior is also predicted by the
individual’s opinion about their ability to perform a behavior — people are less likely to
attempt a behavior if they feel that performing the behavior will be difficult for them
(Ajzen, 1988, 1991; Doll and Ajzen, 1992).

The TPB also explains how intentions are formed. Intentions are formed from three
different variables, labeled attitude toward the behavior, subjective norm, and
perceived behavioral control (Ajzen, 1991). Attitude toward the behavior reflects how
an individual feels about performing the behavior (Ajzen, 1991). Subjective norm
measures what the individual thinks others feel about the behavior (Ajzen, 1991) and
could be likened to peer pressure. Finally, perceived behavioral control reflects the
individual’s opinion of their ability to perform the behavior. Perceived Behavioral
Control includes the individual’s perceptions of their own skills, abilities, emotions,
compulsions, opportunity, and dependence upon others (Ajzen, 1988).

Recent research suggests that at least one of the TPB variables may vary over time.
Leonard and Cronan (2005) examined the formation of attitude toward the behavior.
The authors note that attitudes are formed from a variety of factors or attitude
influencers, and that these attitude influencers are not permanent. For example,
a period of prolonged media coverage was found to change attitudes toward the
behavior of computer security (Leonard and Cronan, 2005).
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policy. Individuals may have negative attitudes toward such policies, may perceive
that others think everyone should read them, and/or may perceive the reading of such
policies as difficult.

Social trust
The theory of planned behavior does not specifically deal with individual expertise in
technical areas, although the perceived behavioral control factor does incorporate
individual ability to perform a given behavior. However, individuals may substitute
social trust for knowledge of risks associated with technology (Earle and Cvetkovich,
1995). Social trust is the willingness to rely on others who are responsible for making
important decisions related to the management of technology, the environment,
medicine, etc. especially when the individual lacks the interest, time, abilities,
knowledge, or other resources to make decisions themselves (Siegrist et al., 2000).
With the advent of the internet and collaborative technology the reality of an
increasingly interconnected world has highlighted the need for a better understanding of
social trust (Cook, 2001). As users become more dependent on technology and
organizations provide increased access to these technologies, social trust may influence
individual decisions to read organizational CUPs. If an organization provides well-trained
individuals to cope with IS security threats, users may feel there isnoneed to invest limited
personal time reading the policies, since other individuals are already responsible for
protecting the system. Thus, some individuals may decide not to read the policies.

Apathy

Apathy is another possible determinant of intention and behavior of reading computer
usage policies (Foltz et al, 2007). Apathy has been identified as a lack of motivation,
interest, and emotion (Robert et al, 2002). An individual may have read policies at an
earlier time but currently no longer reads them, may have no interest in reading them,
or may feel that the policies do not apply to them. Apathy is simply the lack of concern
on the part of the user.

Research questions and conceptual model
The primary research questions of this study are:

RQ1I. Do users elect to not read computer use policies?
RQ2. What are the determinants of a user reading or not reading such policies?

To help answer these research questions, a conceptual model combining the TPB,
social trust, and apathy was created. This model appears in Figure 1.

Methodology

Constructs and measurement

This study examines relationships among five possible determinants of intention to
read computer use policies with intention and behavior. The TPB constructs of
Attitude, Subjective Norm, and Perceived Behavioral Control were measured with
Taylor and Todd’s (1995) original items and five-point scales adapted to reading
computer usage policies. Intention was measured with Madden et al’s (1992) and
Beck and Ajzen’s (1991) items. Behavior was measured using a ten-point Likert scale.
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Figure 1.
Proposed model

Perceived
Behaviora
Control

Subjective
Norm

Behavioral
Intention

Behavior

Apathy

Two items were used: one evaluates the percentage of time respondents read computer
use policies completely, while the second evaluates the percentage of time respondents
simply skimmed computer use policies. Social trust was measured using the items
from Siegrist (2000), Siegrist ef al. (2000) and Siegrist and Cvetkovich (2000). Apathy
was operationalized by five questions measuring interest, emotions, and motivation on
a five-point scale.

Data collection

Data for this study was collected utilizing a web-based survey administered to
students in MBA classes. Students were from a variety of backgrounds with varying
levels of experiences. Approximately half the respondents considered themselves
fulltime working professionals.

At the start of the survey the MBA students were greeted by a short letter informing
them that participation was voluntary and anonymous. At the end of the letter,
students were presented with a text box for an access code. Students entered a set code
to access the survey. Use of this code helped insure that only those asked to participate
actually participated. The code was also useful in calculating the response rate.

Hypotheses
To answer the research questions posed earlier, a variety of hypothesis were tested:
HI. Perceived behavioral control will positively affect behavioral intention.
H2. Subjective norm will positively affect behavioral intention.
H3. Attitude will positively affect behavioral intention.
H4. Social trust will positively affect behavioral intention.

H5.  Apathy will negatively affect behavioral intention.



H6. Behavioral intention will positively affect behavior.

H7. Perceived behavioral control will positively affect behavior.

Respondent characteristics
A variety of backgrounds and perspectives were represented by the respondents, who
were all members of an MBA level course. Tables I and II present a summary of the
respondent characteristics. Overall 171 responded with 86 indicating that they were
fulltime working professionals and 80 indicating that they were fulltime students.
The respondents were evenly distributed by gender, represented a variety of ages,
and years using computers. They considered themselves to be fairly knowledgeable
about computers.
The professional respondents were well educated. Eleven had graduate or doctorate
degrees. The professional respondents had an average of 8.26 years of industry
experience in both small and large companies from a variety of industries.

Results

Results from this study are promising. An examination of the structural model using
Smart PLS indicates that the model explains approximately 70 percent of the
variability in behavior intention (R? = 0.719) and 44 percent of the variability in
behavior (R? = 0.439). These results are based upon 171 responses from students
enrolled in an MBA-level information systems class over several semesters (171 of
approximately 200 students responded to the survey, for an 85 percent response rate).
Further, a measurement model of the six main constructs was estimated using

<20 0 Male 82 <1 0 Very little 0
20-24 54 Female 89 1-3 26 Somewhat 0
25-29 61 35 80 Knowledgeable 3
30-39 39 5-10 52 Very 31
40-49 13 >10 13 Extremely 139

Why users (fail to)
read computer
usage policies

707

Table L.
Characteristics of all
respondents

Year in
Education industry No. of employees Industry

Associate
Bachelors
Graduate
Doctorate

Min. 1 Min. 1 Agriculture/mining/construction 1
Max. 35  Max. 40000  Durable manufacturing 6
Average 826 Average 17274  Finance/insurance/real estate 9
3
6

wooﬁ.)»—A

Food service

Government

Health care 15
Information systems 8
Non-durable manufacturing 2
Services 9
Trade and retail 8
Transportation and public utilities 4
Other

Table II.
Characteristics of
business professional
respondents
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Table III.
Results

reflective indicators. Construct reliability was assessed using composite reliability. All
but one of the construct reliabilities exceeded Nunnally’s (1978) suggested 0.7
benchmark (social trust almost cleared the hurdle at 0.69). Convergent validity was
examined using the average variance extracted measure. Intention, Behavior, and
Subjective Norm cleared Fornell and Larcker’s (1981) suggested 0.5 benchmark with
scores of 0.59, 0.51, and 0.54, respectively. Unfortunately, four constructs fell short:
Perceived Behavioral Control generated an AVE score of 0.41, while the scores for
Apathy, Social Trust, and Attitude were 0.48, 0.32, and 0.26, respectively.

In addition, each of the seven hypotheses was examined using #-tests (170 degrees of
freedom). Four of the hypotheses were supported, while three were not. H3 is
supported at the 0.001 level (#-value of 3.60, 8 = 0.360), suggesting that Attitude does
influence Behavioral Intention. H4 is supported at the 0.05 level (f-value = 1.74,
B = 0.099), suggesting that Social Trust does influence Behavioral Intention. Also, H5
is supported at the 0.001 level (#-value of 4.99, B = —0.476), suggesting that Apathy
negatively affects Behavioral Intention. H6 was also supported at the 0.001 level
(t-value of 6.24, B = 0.590), suggesting that Behavioral Intention positively affects
Behavior. H1, H2, and H7 were not supported, suggesting that, in this situation,
Perceived Behavioral Control and Subjective Norm do not influence Behavioral
Intention (H1 t-value of 0.046, B8 = 0.004, H2 t-value of 0.509, 8 = 0.034), and Perceived
Behavioral Control does not affect Behavior (H7 t-value of 1.14, 8 = 0.134). The results
are tabulated in Table IIT and shown in Figure 2.

Discussion

The purpose of this research was to investigate why individuals elect not to read
computer usage policies. The results of this study suggest that attitude, apathy, and
social trust contribute to the formation of Intention to read computer use policies, while
perceived behavioral control and subjective norm do not. Further, the research
confirmed the positive relationship between intention and behavior and as such is a
validation of the construct with past studies using the same variables (Vankatesh ef al,
2003).

Attitude and apathy have the greatest influence on intention to read CUPs. This
suggests that individuals with positive opinions of CUPs are more likely to read them,
while individuals who simply do not care (are apathetic) will not read them. Further,
the small positive influence of Social Trust on Intention suggests that faith in others
does contribute to this decision. Perhaps further research is needed to understand what
role, if any, social trust plays in computer security.

Level of
Hypothesis B-value tvalue  significance

HI. Perceived control will positively affect behavioral intention 0.004 0.046  Not supported
H2. Subjective norm will positively affect behavioral intention 0.034 0509  Not supported

H3. Attitude will positively affect behavioral intention 0.360  3.59 0.001
H4. Social trust will positively affect behavioral intention 0.099 174 0.05

Hb. Apathy will negatively affect behavioral intention —0476 499 0.001
H6. Behavioral intention will positively affect behavior 0590 624 0.001

HY7. Perceived behavioral control will positively affect behavior 0134 114 Not supported




Perceived
Behavioral
Control

Subjective
Norm

B = 0.590%*

B =0.360%* Behavioral Behavior
Intention
R2=0.719 R?=0439

B =—0.476+*

Apathy
Notes: *Significant at the 0.05 level; **significant at the 0.001 level

The larger impact of attitude and apathy on intention to read CUPs suggests that
individuals tend to rely more upon internal factors — their own perceptions of the need
to read computer usage policies — than on the influence or opinions of others
(subjective norms). Perhaps these internal factors could be modified through a training
and education program focusing on the importance of individual actions in guarding
organizational computer security.

Although the TPB suggests that perceived behavioral control will influence
intention and behavior, these relationships were not supported in the current study.
This may be a reflection of our environment. Many organizations and universities
utilize computer usage policies. Employees and students are not given an option — they
are required to read (and abide by) these policies. There are simply no options, as
failing to read the policies may prevent individuals from using information systems
necessary for their own success. Thus, individuals may feel they have no option but to
read (or to claim they have read) the CUPs. In addition, PBC focuses upon an
individual’s perceptions of their ability to perform an action — in this case, to read the
CUPs. Respondents to this (written) survey are presumably all literate — thus, the lack
of significance may reflect reality — all of the respondents could legitimately have felt
able to read the computer usage policies.

The TPB also suggests that subjective norms will influence Intention. However, this
relationship was not supported in the current study. This may also be a result of the
environment — if everyone is required to read the CUP, there may be little discussion
among individuals and referent others about the merits of reading the policies. Further,
the results support a relationship between Apathy and Intention. Perhaps the apathy
reported by individuals extends to referent others, or simply overrides the impact of
referent others.

Why users (fail to)
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Conclusions and directions for future research

This research examines a model intended to explain why individuals elect to read
computer usage policies. The model, while imperfect, explains almost 72 percent of the
variance in the behavioral intention to read computer usage policies and almost
44 percent of the variance in actual behavior of reading such policies. This is a good
result; however, a number of issues remain to be examined. For example, the sample
consisted only of MBA students at one university. The scope of the sample must be
enlarged to include a more representative cross section of individuals. Other variables
that might influence the reading of computer usage policies should be explored, such as
the effect of voluntariness or overexposure, as well as specific characteristics of the
computer usage policies. For example, the length and complexity of language used
within these documents may induce user fatigue, causing some individuals to avoid
reading the entire document. Also, since computer usage policies are relatively
common, overexposure may cause users to forego reading them. Future studies should
evaluate the length and complexity of computer usage policies, as well as pre-existing
user exposure to such policies, to better distinguish between user apathy and fatigue.

The most interesting result of this research is the impact of Apathy and Attitude
upon the decision to read computer usage policies. Since computer usage policies
are considered the cornerstone of computer security (Backhouse and Dhillon, 1995),
future research must further examine the impact of apathy and attitude upon this
decision. A method for increasing the favorable attitude to reading such policies and
overcoming the apathy toward reading them must be found.

In addition, the fact that social trust had some statistically significant, though small
influence on the decision to read computer usage policies opens a new avenue for future
research. How, and to what degree, does social trust influence Intention? Does reading
a computer usage policy generate social trust? Does social trust lead users to abandon
individual efforts to maintain organizational security? These questions must be
addressed in future research.
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